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I. MOTIVATION

Two challenges exist for the object detection task. First, the
majority of existing object detection methods are based on
RGB camera data. However, RGB images can suffer from
bad visibility at night and low-light conditions. Thermal
cameras, on the other hand, can detect infrared radiation
from objects (e.g., persons) and are robust to illumination
changes and shadow effects while being less intrusive to
privacy [1]. Thus, it is valuable to develop a multispectral
object detector based on both RGB and thermal data to take
advantage of the complementary and reinforcing information
from these two sensor modalities. Second, existing cross-
modality fusion methods for thermal and RGB data (e.g.,
[2], [3]) only consider image-level inputs. In other words,
only one static RGB and thermal image pair is used as input
for detection. However, traffic objects, such as pedestrians,
move in continuous motion, and it is natural to consider
temporal relationship when fusing RGB and thermal video
data to enhance object detection performance. This abstract
proposes Temporal CFT, a multi-temporal cross-modality
fusion transformer for multispectral video object detection.

II. PROBLEM STATEMENT

Network Architecture: We extend the Cross-Modality Fu-
sion Transformer (CFT) [3] for video thermal and RGB
fusion to account for temporal information. The CFT is a
highly effective multispectral object detector but only con-
siders static thermal and RGB image pairs as input. In CFT,
convolutional layers are used to extract thermal and RGB
image features. Then, the flattened feature maps are passed
through a transformer network [4], where the dependencies
and global contextual information between modalities and
between features are learned through the attention layers.
A detector, such as YOLOv5, can then be used to detect
objects given the feature output from the transformer module.
In our proposed model, we adapt CFT by allowing multi-
temporal video inputs. Denote RGB and thermal video inputs
as IR ∈ RHW×C×N and IT ∈ RHW×C×N , where N
is the input image sequence length (in our experiments,
N = 6). The input images sequences are concatenated along
the temporal dimension and passed through the convolution
layers for feature extraction. The outputs of the network are
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object bounding boxes in the last frame of the sub-sequences.
Implementation Details: The models were trained using
stochastic gradient descent for 250 epochs with a learning
rate of 1e−2 and a momentum of 0.937. A focal loss with
a gamma value of 2.0 was used with IoU threshold of 0.6.

III. RESULTS

We evaluated the proposed temporal CFT method on the
CAMEL dataset [5] with 17,574/2,009/877 RGB and thermal
image pairs for training/validation/testing. We report the
person detection results to demonstrate the model’s perfor-
mance. Table I shows quantitative comparisons between the
single-frame CFT and our proposed Temporal CFT with
multi-temporal, cross-modality video inputs. We report true
positive rate (TPR) and false negatives (FN) as evaluation
metrics for person detection. The single-frame CFT gener-
ated 54% TPR (i.e., correct detections), while our proposed
temporal CFT model yielded a significant increase (24%) in
correct detections, achieving 78% true positive rate. Figure 1
shows a visual comparison of the detection results from
both models. As shown, the proposed temporal CFT model
correctly detected many pedestrians on the sidewalk (shown
in red circles) while the single-input CFT missed.

TABLE I: Person detection results on CAMEL dataset.

Model type True Positive % ↑ False Negative % ↓
Single-frame CFT 54 46

Temporal CFT (Proposed) 78 22

Fig. 1: Visual examples of person detection. Left: CFT with
single-frame input. Right: Temporal CFT (proposed).
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